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Abstract—Dynamic Load Altering Attacks (D-LAA) are intro-
duced as a new class of cyber-physical attacks against smart grid
demand response programs. The fundamental characteristics of
D-LAAs are explained. Accordingly, D-LAAs are classified in
terms of open-loop versus closed-loop attacks, single-point versus
multi-point attacks, the type of feedback, and the type of attack
controller. A specific closed-loop D-LAA against power system
stability is formulated and analyzed, where the attacker controls
the changes in the victim load based on a feedback from the
power system frequency. A protection system is designed against
D-LAAs by formulating and solving a non-convex pole-placement
optimization problem. Uncertainty with respect to attack sensor
location is addressed. Case studies are presented to assess system
vulnerabilities, impacts of single-point and multi-point attacks,
and optimal load protection in an IEEE 39 bus test system.

Keywords: Cyber-physical security, load altering attacks, pro-
tection, demand response, power system dynamics, optimization.

NOMENCLATURE
N Set of buses
g, L Set of generator and load buses
V,S Set of victim and sensor buses
i,] Index of buses
v, Index of victim and sensor buses
H Imaginary part of admittance matrix
) Voltage phase angle at generator buses
0 Voltage phase angle at load buses
w Frequency deviation at generator buses
%) Frequency deviation at load buses
wmer Frequency relay threshold for generators
P& Power injection at generator buses
pr Power consumption at load buses
pM Mechanical power input to generators
PLS PLV  Secured and vulnerable portion of the load
M Inertia matrix for generators
D%, DL Damping coefficient matrices
KP K! Generator controller gain matrices
KLG KL Attack controller gain matrices
A, B State-space matrices of open-loop system
X Lyapunov symmetric matrix

I. INTRODUCTION

The development of distributed intelligence technologies
have introduced new opportunities to enhance efficiency and
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reliability of power grid. However, if these technologies are
not accompanied with appropriate security enforcements, they
may also create new vulnerabilities in power networks, leaving
them open to a wide range of cyber-physical attacks [1]-[3].

Cyber security concerns arise at all sectors of power sys-
tems: generation, distribution and control, and consumption. In
cyber attacks that target generation sector, the adversary may
attempt to hack into major power plants, trying to disrupt or
take control over the operation of generation units, c.f. [4], [5].
In cyber attacks that target distribution and control sector, the
adversary may attempt to compromise the power sensors that
are deployed across the power grid. Alternatively, they may
attempt to break into the routers that relay the measured data
from such sensors to the control and operation centers. The
goal is often to inject false data into the wide area monitoring
system, e.g., to affect power system state estimation [6], [7].

Unlike in [4]-[7], in this paper, the focus is on cyber
attacks that target the comsumption sector. Specifically, we
are concerned with attacks that seek to compromise the
demand response (DR) and demand side management (DSM)
programs. DR programs are used by utilities to control the
load at the user side of the meter in response to changes in
grid conditions [8]. In a related field, DSM techniques seek
to exploit the load flexibility in different load sectors, e.g., by
using automated energy consumption scheduling [9].

An important class of cyber-physical attacks against DR
and DSM systems is load altering attack (LAA) [10]. LAA
attempts to control and change a group of remotely accessible
but unsecured controllable loads in order to damage the grid
through circuit overflow or other mechanisms. There is a
variety of load types that are potentially vulnerable to LAAs,
e.g., remotely controllable loads [11], loads that automatically
respond to price or Direct Load Control (DLC) command
signals [12]-[14], and frequency-responsive loads [15], [16].
Some of the recent studies that address modeling, detection,
and prevention of LAAs include [17]-[19].

So far, the focus in the LAA literature has been mainly on
static load altering attacks, where the attack is concerned with
changing the volume of certain vulnerable loads, in particular
in an abrupt fashion. In contrast, in this paper, we address
dynamic load altering attacks, where we are concerned with
not only the amount of the change in the compromised load
but also the trajectory over time at which the load is changed.
Unlike in [10], [17]-[19], the analysis in this paper is based on
power system dynamics. Accordingly, we use feedback control
theory as the main analytical tool to model or prevent the
attack. In this regard, we take into account not only the cyber
security challenges but also the physics of the power system.
The contributions in this paper can be summarized as follows:
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1) Dynamic Load Altering Attacks (D-LAA) are intro-
duced, characterized, and classified as a new form of
cyber-physical attacks against smart grid.

2) A closed-loop D-LAA against power system stability
is formulated and analyzed, where the attacker controls
the changes in the victim load based on a feedback from
the power system frequency. System vulnerabilities and
the impacts of single-point and coordinated multi-point
attacks are assessed on the IEEE 39 bus test system.

3) A protection scheme is designed against both single-
point and multi-point D-LAAs by formulating and solv-
ing a non-convex pole placement optimization problem.
It seeks to minimize the total vulnerable load that must
be protected to assure power system stability under
D-LAAs against the remaining unprotected vulnerable
loads. Designing under uncertainty with respect to the
exact attack location is also taken into consideration.
The protection system design is assessed on the IEEE
39 bus test system.

This study complements and merges two generally inde-
pendent lines of research in the literature. First, it benefits
the recent efforts in designing efficient and practical demand
response and demand side management programs [8]-[16] by
increasing awareness about potential vulnerabilities in these
programs, not only to consumers, but also to grid as a whole.
Second, it also adds to the existing results on control-theoretic
study of cyber-physical attacks, c.f. [20]-[23].

Compared to the conference paper in [24], the following
aspects are new in this journal submission. First, the analysis
in [24] is limited to single-point attacks. Here, we investigate
both single-point and coordinated multi-point D-LAAs. In the
latter case, the attacker seeks to simultaneously compromise
vulnerable loads at several victim load buses in order to
maximize the attack impact. Second, the analysis in [24] does
not provide any protection mechanism of any kind against D-
LAAs. In contrast, a key concern in this journal version is to
design a protection scheme by formulating and solving a non-
convex pole-placement optimization problem. Third, the case
studies in [24] were limited to a nine bus network, while the
case studies here are based on a 39 bus IEEE test system.

II. DYNAMIC LOAD ALTERING ATTACK

The central idea in a load altering attack is to change a
group of unsecured loads in order to damage the grid. While
Static Load Altering Attack (S-LAA) is concerned mainly with
the volume of the vulnerable load that is intended to change
[10], [17], [18], in this paper, we introduce and characterize
Dynamic Load Altering Attack (D-LAA), where the attack is
concerned with not only the volume but also the trajectory of
the changes that are made in the vulnerable load.

A. Attack Classification

A D-LAA can be open-loop or closed-loop. In an open-loop
D-LAA, see Fig. 1(a), the attacker tends to manipulate some
vulnerable load without monitoring the grid conditions in real-
time or monitoring the impact that its load manipulation may
cause on the power grid while the attack is being implemented.
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Fig. 1. Three examples of dynamic load altering attacks: a) open-loop D-
LAA, b) single-point closed-loop D-LAA, ¢) multi-point closed-loop D-LAA.

Accordingly, an open-loop D-LAA relies on some historical
data that it may collect prior the attack to impose a pre-
programmed trajectory to the compromised load. In contrast,
in a closed-loop D-LAA, the attacker constantly monitors the
grid conditions, e.g., through the attacker’s installed sensors
or via hacking into an existing power system monitoring
infrastructure, such that it can control the load trajectory at
the victim load bus(es) based on the grid operating conditions.
An adversary can conduct a successful D-LAA only if it
compromises sufficient amount of vulnerable loads. That is,
D-LAA is meaningful only if there is enough flexible and
vulnerable (not secured) load to potentially compromise.

The feedback in a closed-loop D-LAA can be based on
different types of power grid measurements. For example,
the grid conditions can be monitored by measuring voltage
magnitude or frequency, aiming for various malicious goals.

The D-LAAs can be classified also based on their scope.
Specifically, D-LAAs can be single-point or multi-point. In
a single-point D-LAA, the attacker seeks to compromise the
vulnerable load at one victim load bus. In a multi-point D-
LAA, the attacker seeks to compromise a group of vulnerable
loads at several victim load buses. The vulnerable loads at
different load buses are compromised in a coordinated fashion.
Examples of single-point and multi-point closed-loop D-LAAs
are shown in Figs. 1(b) and (c), respectively.

Finally, one can classify D-LAAs also based on the type
of controller being used in order to manipulate the control
variable which is load consumption of victim bus(es), whether
through a feed-forward controller in case of an open-loop
attack or a feedback controller in case of a closed-loop attack.
For example, if the D-LAA is closed-loop, then the attacker
may use a bang-bang, P, PI, or PID controller [25], or any
other more complex feedback control system mechanism.

B. Attack Adverse Impacts

Load altering attacks may seek to cause different adverse
impacts. For example, a static load altering attack may involve
abruptly increasing the load at the most crucial locations in
the grid in order to cause circuit overflow on distribution or
transmission lines that can cause significant damage to the
utility company and/or user equipment. Such attacks may also
seek to disturb the balance between power supply and demand
during peak-load hours. Please refer to [10] for more details
about the possible impacts of static load altering attacks.

As for dynamic load altering attacks, the attack objective
depends on the type of attack. For example, for a closed-loop
D-LAA where the feedback is based on power grid frequency,
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the attack may seek to deviate the frequency from its nominal
value. Note that, an entire interconnected power grid operates
at or around a nominal frequency. For example, the nominal
frequency in North America is 60 Hz and regional transmis-
sion system operators are required to maintain and stabilize
frequency at or very closely around this level. Accordingly,
a D-LAA may try to damage the grid by destabilizing the
frequency away from its nominal value.

For a D-LAA against power system stability, an attack may
be considered successful once it trips one or more over/under
frequency relays, c.f. [26], e.g., to force at least one generator
go offline, causing a major disturbance to the normal operation
of power grid. Such disturbance can potentially trigger ripple-
effects across the interconnected power system. In fact, due
to the connectivity of the grid, small localized perturbations
can reach far away regions, and in a disruptive fashion. See
for instance the Nature paper in [27] for a characterization
of certain cascading effects across interconnected networks.
Alternatively, if the size of the compromised load is small, it is
also possible that triggering the relays and protection systems
rather confines the compromised load area, avoiding the attack
to spread out to other regions of the power grid, c.f. [28]. But
even in that case, the attack is considered successful because it
cuts off service for a subset of loads, even though the impact
is not catastrophic as in case of an attack with cascade effects.

C. Closed-loop Attack Implementation

In this paper, we are interested in closed-loop D-LAAs
because they can potentially affect power system stability. We
assume that the attack feedback based on measuring power
grid frequency. This setup is of practical importance also due
to its link to the concept of frequency-responsive loads [15],
[16]. Note that, if a frequency-responsive load is compromised,
then power system frequency is already available to the
attacker through local measurements. The frequency sensor
can be either co-located with the victim load bus, or it can
be placed at some other bus but on the same interconnected
network. Throughout this paper, we refer to the bus where the
frequency sensor is located as the sensor bus s. While D-LAAs
take place at the customer and distribution level, their impact is
understood only when the system dynamics are studied at the
transmission level. Because it is at the transmission level where
the area frequency is affected due to an aggregate impact
of compromised loads. Nevertheless, the adversary does not
need access to the transmission-level SCADA/EMS system to
implement the attack. All that he/she needs is to hack into
the remote load control systems that often exist in demand
response programs to adjust the power consumption trajectory.

To implement a D-LAA, the adversary must undergo two
major tasks: 1) changing load, and 2) sensing feedback.

1) Changing Load: The adversary must alter the energy
consumption of target vulnerable loads by breaking into the
smart grid communications, monitoring, or control infrastruc-
ture. This can be done in different ways depending on the
type of attack, type of load, or type of the communications
infrastructure. In particular, an attack may target compromis-
ing price signals in price-based demand response programs
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Fig. 2. An example on how an adversary may achieve its desired aggregated
load by sending proper DLC command signals to individual vulnerable loads.
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Fig. 3. A demand response program may involve two-way communications
between grid operator and aggregators and between aggregators and loads.
An intrusion may occur in any of these communications infrastructures.
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or command signals in Direct Load Control (DLC) programs
[13], [29], [30]. For example, the communications infrastruc-
ture vulnerability in price-based demand response is discussed
in details in [31], [32]. Compromising the command signals
in DLC programs is also directly related to D-LAAs, because
DLC programs allow remote and direct access to and control
over the load without the need to bypass an intermediate or
local load control mechanism. Fig. 2 shows how an adversary
may generate its desired aggregated load profile by sending a
carefully selected sequence of DLC signals - in form of simple
on/off commands - to three air conditioners.

In [11], the authors proposed a remote load control mecha-
nism that works over the Internet. Hacking into this Internet-
based system may allow taking simultaneous control over sev-
eral small controllable loads, see Fig. 3. Other communications
infrastructures, such as cellular or other wireless networks that
are used in advanced metering infrastructures (AMlIs) [33],
may also be vulnerable to various intrusion attempts.

Some load types that could potentially be vulnerable to load
altering attacks due to their major role in demand response and
DLC include: vacuum cleaners, e.g., Roomba, smart washing
machines, e.g., Miele, smart ovens, e.g., LG Thing, [34], air
conditioners [13], water heaters [35], irrigation pumps [36],
electric vehicles [37], and computation equipment [38].

2) Sensing Feedback: In a closed-loop D-LAA, the energy
consumption of vulnerable loads is changed according to a
feedback signal, such as power system frequency. While a
single-point attack requires installing one frequency sensor, a
multi-point attack may need one or multiple frequency sensors,
depending on how the attack is designed and implemented.

In general, measuring frequency of power grid is not diffi-
cult as it can be done at any power outlet using an inexpensive
commercial sensor [39]. In fact, such sensing mechanism is
already embedded in frequency responsive loads that control
power usage to contribute, e.g., to frequency regulation [16].
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3) Attack Steps: In summary, an adversary may undergo

the following three main steps to implement a D-LAA:

1) Monitor frequency at sensor bus(es) and constantly send
measurements to the D-LAA controller. For the special
case where the D-LAA controller measures frequency
locally, i.e., when the sensor bus and the victim bus are
the same, frequency can be measured without the need
to intrude into any cyber or physical system.

2) Calculate the amount of vulnerable load PZV that needs
to be compromised at victim bus(es) according to the
feedback signal and based on the attack control mech-
anism. This step is done inside the D-LAA controller;
therefore, no intrusion is needed in this step.

3) Remotely control the victim load at the amount that is
calculated in Step 2. This is the only step which requires
an intrusion mechanism in order to remotely control the
load, please see Section II-C.1 for more details.

Assessing the vulnerability of Supervisory Control and Data
Acquisition (SCADA) systems in smart grids, i.e., the focus
of Step 3 above, is also discussed in [33], [40].

III. SYSTEM MODEL

Consider a power system with A" = G U L as the set of
buses, where G and L are the sets of generator and load buses,
respectively. An example is shown in Fig.4. The linear power
flow equations at each bus 7 € N can be written as [41]:

PE =) Hij(6i— &)+ Hi(0i—0;),vieg, (1)

S JEL
—Pl =Y "Hij(0; - 0;)+ Y _ Hij(6i —0;),Vi€ L, (2)
Jj€EG JjEL

where PZG is the power injection of the generator at bus i, P
is the power consumption of the load at bus 4, §; is the voltage
phase angle at generator bus i, 6; is the voltage phase angle
at load bus ¢, and H;; is the admittance of the transmission
line between buses 7 and j. If there is no transmission line
between buses ¢ and j, then we have H;; = 0.

We adopt the linear swing equations, c.f., [42], to model
the generator dynamics at each generator bus 7 € G, that is,

i = wi, 3)
Miwi:PM—DiGw,-—P-G, (4)

? 2

where w; is the rotor frequency deviation at the generator bus
i, M; > 0 is the inertia of the rotor, DiG > 0 is the damping
coefficient, and P,;M is the mechanical power input. We assume
two controllers that affect the mechanical power input: turbine-
governor controller and load-frequency controller [41]. The
turbine-governor controller compares the rotor frequency with
a base frequency, for instance 377 rad/s, to determine the
amount of mechanical power that is needed to compensate the
generated electrical power at steady state. The load-frequency
controller, which has a slower dynamic, aims to maintain the
rotor frequency at its nominal level by pushing the frequency
deviation w; back to zero. The two controllers can together be
modeled as a proportional-integral (PI) controller, that is,

t
pM =— (wai + K} / wi> , (5)
0

Fig. 4. The IEEE 39 bus test system based on the 10-machine New-England
power network, where £ = {1,...,29} and G = {30,...,39}.

where K! > 0 and K > 0 are the proportional and
integral controller coefficients, respectively. Equation (4) can
be rewritten by combining (1) and (5) as

—Mi; = (K + D) w; + K[6;+ > Hij (6; — 6;)
JjEG

Vieg.

(6)
+ Y Hij (5 —0;),
jeL

Three load types are considered in this system [43]: (i)
uncontrollable, (ii) controllable but frequency-insensitive, and
(iii) controllable and frequency-sensitive. For notational con-
venience, at each load bus ¢, we represent the type (i) and type
(i1) loads with term PiL in (2), and represent the type (iii) loads
with term DF¢;, where p; = —0; is the frequency deviation

at load bus ¢. The power flow equation in (2) becomes

—Df¢; - Pl = ZHij(gi -6+ ZHijwz‘ =0;), (D
Jjeg JjeL

and the overall power system dynamics can be conveniently
written as the following linear state-space descriptor system:

I 0 0 0][é
0 I 0 o0f|6]
0 0 —M of |w| —
00 0 0] [
i 0 0 I 0 ) 0

0 0 0 —I|16 .
KT+ HGG HGL gPLpG o | |w| T lo| T
i HLG HLL 0 DL ") I

®)

In (8), ¢ is the vector of voltage phase angles at all generator
buses, w is the vector of rotor angular frequency deviations at
all generator buses, 6 is the vector of voltage phase angles at
all load buses, ¢ is the vector of frequency deviations at all
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load buses, and P* is the vector of power consumption at all
load buses. Additionally, I is the identity matrix of appropriate
dimension, and M, D¢, and D” are diagonal matrices with
diagonal entries equal to the inertia, damping coefficients
of the generators, and damping coefficients of the loads,
respectively. Similarly, K! and KT are diagonal matrices
with diagonal entries equal to the integral and proportional
controller coefficients of the generators at all generator buses.
We denote the imaginary part of the admittance matrix as
HGG HGL
Hyys = |:HLG HLL:|

IV. ANALYSIS OF THE ATTACK

In this section, we provide a mathematically representation
of the D-LAA and study the attack impact on grid performance
and stability. Various case studies are presented.

A. Power System Dynamics Under Attack

Based on the system model in Section III, a load altering
attack can be characterized based on how it affects the
vulnerable portion of the load vector PT, i.e., the input signal
in (8). Accordingly, at each load bus ¢, we define

Pl =P+ P, &)

where PL9 denotes the secure and PV denotes the vulner-
able portion of the load at bus ¢, respectively. An attack may
compromise only the vulnerable part of a victim load bus.

Now, consider a single-point closed-loop D-LAA that is im-
plemented at victim load buses V C L. Suppose a proportional
controller is used by the attacker. Let K-¢ > 0 denote the
attack controller’s gain at bus v € V if the sensor bus s is
a generator bus. Similarly, let KX > 0 denote the attack
controller’s gain at bus v if the sensor bus s is a load bus.
Note that, for each victim load bus v, only one of the two
parameters K 2¢ and KX can be non-zero, depending on the
choice of sensor bus. We can write

PV — _KLG,,, — KEEyp,. (10)

Note that, since K¢ and KXF are positive valued, PV is
updated in opposition to the values of w, and . For example,
if ws decreases, i.e., the frequency drops from its nominal
value, then the attack controller increases the load at bus v.
This is exactly the opposite of how a frequency-responsive
load would react to frequency lag in a DR program, c.f. [16].

The system dynamics subject to the above D-LAA becomes

I 0 0 O 5 0

0 I 0 oflé 0

00 - ol o= lo| P

00 0 0] |¢ I

i 0 0 I 0 5
0 0 0 T 0

K! + HGG HCGL KP4 DG 0 w

i HLG HLL _KLG —KLL+DL ®

(1)
From (11), the attacker is capable of affecting the system
dynamics. Specifically, the attacker can affect the system

5

matrix and the system poles by adjusting its controller matrices
KTG and K'I If the size of the vulnerable load is large
enough, then the attacker can render the system dynamics
unstable by moving the system poles to the right-half complex
plane [25]. Of course, in practice, since the generators are
equipped with over- and under-frequency relays as part of their
protection systems, c.f. [26], a D-LAA may ultimately force
certain generators to disconnect from the main grid, possibly
triggering cascading effects or blackouts.

Next, we investigate sufficient conditions for making (11)
unstable. To do so, we modify the system model in (11) into a
regular, i.e., non-descriptor state-space model. This is done by
eliminating the power flow equations and integrating them into
the swing equations. Suppose the sensor bus s is a generator
bus, i.e., s € G. Accordingly, we have KX = 0 for all victim
load buses v. From this, and the last row in (11), we have:

T

) HLE o
p=—(D")" oLt 0 | +pPLS (12)
—KLG w

If we substitute (12) with ¢ in (11), the equivalent non-
descriptor / regular state-space model under attack becomes:

T -

) ) 0 B)
O |=Al0|+B|—-| © 0| +PL |, 13)
w w KLCG | w
where
[T 0 0
A= 0 (DH)! 0 X
i 0 0 M1 |
[ 0 0 I
HLG HLL 0
K!+ HGG HGL KP4 DG
and
0
B: (DL)—l
0

Note that, we have K¢ =0 for any i ¢ V and any j # s.

The state-space model in (13) represents the system dynam-
ics in presence of a closed-loop D-LAA, where A and B are
the system and input matrices in the corresponding open-loop
system in absence of the D-LAA. The instability of this linear
system can be analyzed using the Linear Quadratic Lyapunov
Theory that is overviewed in the Appendix A. Specifically,
the closed-loop system in (13) is unstable if there exists a
symmetric negative definite matrix X such that

o 17\" o 17"
A—-B 0 X+X|A-B 0 < 0.
KLG KLG

(14)
This Nonlinear Matrix Inequality (NLMI) can be changed to
Linear Matrix Inequality (LMI) by applying linear fractional
transformation [44]. Specifically, if we define Y £ X! and
W20 0 KEFYIX~! we can rewrite (14) as

1949-3053 (c) 2016 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.



This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 10.1109/TSG.2016.2622686, IEEE

Transactions on Smart Grid

TABLE I
TOTAL LOADS AND VULNERABLE LOADS
Load | PLS [ PLV [ Load | PLS | PLV
Bus (p.u) (p.u) Bus (p.u) (p-u)
1 4 0 16 7.8 3.1
2 4 0 17 4 0
3 7.2 0 18 5.6 0
4 9 0 19 4 1.6
5 4 0 20 10.3 0
6 5 2 21 6.7 0
7 6.3 0 22 4 0
8 9.2 0 23 7 2.8
9 4 0 24 7 0
10 4 0 25 6.2 0
11 4 0 26 54 0
12 4.1 0 27 6.8 0
13 4 0 28 6.1 0
14 4 0 29 10.8 43
15 7.2 0 — —

(A-BWY Yy 'l4y Y (A-BWY')<0. (5)
If we multiply both sides by Y, we obtain [44]:
YAT —wTBT + AY — BW <0, (16)

which is an LMI in Y and W . If this LMI has a solution over
Y < 0, then the Lyapunov function V(z) = 2z7Y "1z proves
the instability of the closed loop system under attack.

B. Case Studies

Consider the IEEE 39 bus power system in Fig. 4. Suppose
the parameters of the transmission lines and the inertia and
damping coefficients of generators are as in [45]. Secure loads
and vulnerable loads at each load bus are as in Table I. Gen-
erator controller parameters are K{ = 100, K’ = K¥ = 45,
KP =10, KF = Kl =50, K = KI’ = 40, KF' = 30,
KI = 20, and K{ = = K{, = 60. The damping
coefficient for each fixed dynamic load is 10. Controller
parameters are set so as to keep the system stable during
normal operations, i.e., in absence of an attack. The system is
initiated to run with P’ being equal to PXS + PEV /2.

We assume that only five load buses have vulnerable loads.
They can potentially become victim buses, i.e., we can have
V = {6,16,19,23,29}. These victim load buses are high-
lighted using color gray in Table 1. Sensor buses are assumed
to be placed only at S = {31, 33, 36, 38}. The nominal system
frequency is 60 Hz. The generator’s over-frequency relays trip
at 62 Hz and the under-frequency relays trip at 58 Hz.

1) Assessing System Vulnerabilities: The attacker can as-
sess the vulnerability of the loads at each load bus to see
the possibility of conducting D-LAA in the power system,
also the type of attack. Fig. 5 shows how the root locus [25]
analysis helps the attacker to find the minimum attack gain
K 1L9%3 = 15 to conduct a single-point D-LAA when v = 19
and s = 33. If we multiply the minimum attack gain by
two times the frequency deviation threshold w™®* = 2/60
at which the generators frequency relays trip, then we can
conclude that at least 2K1L9%3w§1ax =15x2x2/60 =1

T T T T T T
Pys (No Attack) KLC_ =0 —>» sy R
19,33 LG
K =15
X 19,33
151 (Minimum Gainto
x X Cause Instability)
1k 4
X
05 b
X
o X X X R B
X
05k 4
X
b 4
X X
~15} 4
X
-2 MM 1
i

Fig. 5. Power system poles versus the attack gain K 1L9G33.

TABLE II
MINIMUM PORTION OF VULNERABLE LOAD THAT MUST BE
COMPROMISED TO ASSURE A SUCCESSFUL D-LAA

Sensor Bus

_ 31 33 36 38

Victim Bus
6 4.9 18.4 | 81.2 | 128.1
16 247 | 1.2 6.5 23.3
19 69.2 | 0.6 152 | 48.8
23 79.1 | 3.2 1.9 66.8
29 922 | 89 46.5 | 0.7

p-u. of the total 1.6 p.u. vulnerable load at victim bus 19
must be compromised when the frequency sensor is at bus
s = 33 in order to have a successful single-point D-LAA.
Note that the compromised load consumption must follow
the frequency signal by a proportional controller. Also, the
frequency signal deviates around its nominal value. Hence,
the multiplication by two in 2Kw, is due to the fact that
the compromised load must provide enough room to allow
both over and under frequency fluctuations before the attack
makes the frequency relays tripped. Similarly, we can calculate
the minimum portion of vulnerable load that must be com-
promised for having successful single-point D-LAAs for all
victim and sensor bus scenarios to find the vulnerabilities of
the power system. The results are shown in Table II. We can
see that only two successful single-point attacks are feasible:
a single-point attack at victim bus v = 19 with sensor bus
s = 33, and a single-point attack at victim bus v = 29 and
sensor bus s = 38. No other single-point attack is feasible due
to lack of sufficient vulnerable load. Another implication of
the results in Table II is with respect to the coordinated multi-
point attacks. For example, based on the column with s = 33,
although hacking the loads individually at victim buses 16
and 23 cannot lead to successful single-point attacks, it might
be possible to hack some loads at both buses and conduct a
successful coordinated multi-point D-LAA.

2) Single-point Attack: Next, we examine three single-point
attack scenarios for the case where v = 19 and s = 33. The
results are shown in Fig. 6. First, assume that the attack is
static, causing an abrupt change in victim load as shown in
Fig. 6(d). The poles of the system are not changed under this
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Fig. 6. Simulation results under various attack conditions. First row: system frequencies over time. Second row: vulnerable load changes. First column:
S-LAA causing an abrupt load increase. Second column: an unsuccessful D-LAA with K 1L9G33 = 10. Third column: a successful D-LAA with K 1L9G33 = 20.

TABLE III
FREQUENCY SETTINGS OF THE UFLS RELAY

Step Frequency Amount of PngV
Number | Setting (Hz) to be shed (p.u)
1 59.5 20% = 0.32
2 59 10% = 0.13
3 58.5 5% = 0.06

attack. We can see in Fig. 6(a) that the system can easily
absorb such one-time abrupt change. Second, assume that the
attack is dynamic and K{¢{5 = 10. We can see in Fig. 6(b)
that the attack causes some relatively major over- and under-
shoots in frequency. Nevertheless, the system remains stable
and the frequency deviation is forced back to zero.

Finally, suppose the attack is dynamic and K 1%%3 = 20.
Under this third attack, two of the system poles are pushed
to the right half-plane, making the system unstable. What is
different in this case is that load Bus 19 is assumed to be
equipped with a three-step UFLS protection relay [46]. This
UFLS sheds only the vulnerable (but protected) portion of the
load in response to frequency drop in its three sequential steps
as listed in Table III. Fig. 6(c) shows that even after the three
load shedding steps by the UFLS relay, the attack can still
force the frequency deviation at generator bus s = 33 to reach
the threshold wi*®* = 2/60 p.u., causing the over-frequency
relay of the generator at bus 33 to trip at time ¢ = 103s,
pushing this generator offline, thus, concluding the attack.
Interestingly, the D-LAA under this last scenario did not need
to hack the entire available vulnerable load at bus v = 19.
Instead, it only followed the right trajectory in response to the
changes in frequency in order to be successful.

Note that, implementing a D-LAA does not require all loads
to be equipped with smart meters. In fact, according to Table

I, only less than one-third of the loads at each bus are assumed
to be vulnerable. That means, at each bus, over two-third of the
loads are traditional loads and may not even have smart meters
or any demand response equipment. Also, only a portion of
the vulnerable loads needs to be compromised to conduct
a successful attack. For example, according to Table II, the
adversary can plan a single-point D-LAA by compromising
only 60% of the total vulnerable loads at bus 19. Hence, only
60 % of smart meters at bus 19 need to be compromised.

3) Coordinated Multi-point Attack: Recall from Section
IV-B1 that a coordinated multi-point attack at victim buses
v = 16 and v = 23 might lead to a successful D-LAA. The
amount of vulnerable load that needs to be hacked at each
of the two victim buses to make the system unstable can be
obtained using a two-dimensional root locus analysis in form
of an exhaustive search. The results are shown in Fig. 7. This
figure shows the attack success time, i.e., the time that takes
from the moment the attack is launched until the moment the
target generator goes offline, for all possible combinations of
hacking vulnerable loads at buses v = 16 and v = 23. Note
that, for those combinations where a successful attack is not
feasible, no point is plotted in the curve. We can conclude
that, while increasing the amount of compromised loads may
not always be necessary to make the system unstable, it can
still be beneficial to decrease the attack success time.

V. PROTECTION SCHEME

In the previous sections, we introduced, classified, and
analyzed D-LAAs with focus on attacks against power system
stability. In this section, we assume that each vulnerable load
can be protected, e.g., by implementing reinforced security
measures, but at some cost. The cost is due to adding hardware
and software security components, whether at device level
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Fig. 7. Attack success time versus the amount of compromised load at each
victim load bus in a coordinated multi-point closed-loop D-LAA.

[47, Section 6.2] or at communication level [1], [48]. Such
cost is incurred directly to utility companies and indirectly
to end consumers. Accordingly, we propose an algorithm to
determine the minimum amount of load that must be protected
at each load bus in order to assure power system stability under
D-LAAs against the remaining unprotected vulnerable loads.

Note that, besides protecting the load, there might also exist
some compensators to counter-attack D-LAAs to keep the
power system stable. This may include frequency-responsive
loads (see Section II-C) or load protection mechanisms such
as UFLS protection relays (see Section IV-B), as well as an-
cillary generation mechanisms that respond to under- or over-
frequencies. All such compensators can be integrated into our
analysis by adding their corresponding system dynamics to
the state-space system model in (11). Once such state-space
model is updated, the rest of the attack analysis in Section
IV as well as the protection scheme design approaches in this
Section can still be applied similarly to the new system model.

A. Optimization Problem Formulation

The foundation of the proposed protection mechanism is to
protect enough vulnerable loads such that we can maintain
the system in (11) stable. Specifically, we want to keep the
poles of the system on the left-half complex plane even
if all unprotected vulnerable loads are compromised. This
requires formulating and solving a non-convex pole placement
optimization problem, as we will explain in details next.

The stability of the closed-loop system (13) can be an-
alyzed using the Linear Quadratic Lyapunov Theory that
is overviewed in Appendix A. Specifically, the closed-loop
system in (13) is stable if there exists a symmetric positive
semi-definite matrix X such that

o 17\ o 17
A-B| o0 xX+x|a-B| o <0.
KLG KLG
(17)

For each victim load bus v, let P denote the potentially
vulnerable but protected load. Note that, we have 0 < PLFP <
PLV . Accordingly, the amount of unprotected vulnerable load
at bus v is calculated as PLY — PEP This puts an upper bound
on the attack controller gain K *C. Specifically, we have

KLGumax < (pFY — PEPY )2, (18)

where w'®* denotes the maximum admissible frequency de-
viation for generator s before its over or under frequency
relays trip. The division by two on the right hand side is
due to the fact that the compromised load PLY — PLF must
provide enough room to allow both over or under frequency
fluctuations, e.g., see Fig. 6(c) and (f), before the attack can
trip the frequency relays at generator s, e.g., see Fig. 6(f).

To design an efficient load protection plan against D-LAAs,
we need to solve the following optimization problem:

minimize Z PLP

veV

0< PLP < pLV,

X >0,

X =XT,

Egs. (17) and (18), Vv €V,

where the variables are PLP, KLG and X. Notation =
indicates matrix positive semi-definiteness. Here, we seek to
deploy the minimum total load protection that guarantees
power system stability under D-LAA attacks against any un-
protected vulnerable load when the frequency sensor is located
at generator bus s. Problem (19) is a non-convex optimization
problem due to the non-convex quadratic constraint in (17).

subject to
(19)

B. Solution Method

First, we note that the inequality constraint in (18) must
hold as equality for any optimal solution of problem (19). This
can be proved by contradiction. Note that, if at optimality, the
constraint in (18) holds as strict inequality at a victim load bus
v, then one can reduce PL¥ and lower the objective function,
thus, contradicting the optimality status. Therefore, K2& acts
as a slack variable as far solving optimization problem (19) is
concerned. Once PE¥ is known, we have

KLG = (PFY — PFP) / (2w™) . (20)

Therefore, there are only two sets of variables in the optimiza-
tion problem in (19), PX¥ and X. They are coupled through
the non-convex inequality constraint in (18). To tackle this
non-convexity, we propose to solve problem (19) using the
coordinate descent method [49, pp. 207]. The idea is to first
take PLT as a constant and solve problem (19) over X only:

Minimize Z PLP
veyY
Subject to X > 0,

X =XxT,
Egs. (17) and (20), Vv €V,

where the variables are the entries of matrix X. Here, the
objective function could be anything because problem (21) is

21
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essentially a feasibility problem, c.f. [50, pp. 129]. Problem
(21) can also be classified as a semi-definite program [50, pp.
168]. Next, we take X as a constant based on the solution of
problem (21) and solve problem (19) over pLr only:

Minimize » P/
veEY
Subject to 0 < PLY < pLV,
Egs. (17) and (20), Yv €V,

(22)

where the variables are the entries of vector PZF. This
procedure is repeated, leading to an iterative algorithm. As
for the initial condition, we start with full protection, i.e.,
we initially set PLY = PLV for all potential victim load
buses v. Next, we continue improving the protection system
by lowering the amount of protected load while maintaining
the stability of the system using the Lyapunov criteria in
(17). The convergence of the coordinated descent algorithm
is guaranteed, c.f. [49, Proposition 2.5]. Note that, at each
iteration, the total protected load either reduces or remains
unchanged. Therefore, the iterations continue until either we
find the exact optimal solution for (19) or we reach a stationary
point that is sub-optimal. As we will see in Section V-D, the
optimality gap for the above algorithm is typically very small.

C. Protection System Design Under Uncertainty

For the analysis in Sections V-A and V-B, it was implicitly
assumed that the power system operator knows where the
frequency sensor is deployed. That is, it knows the location
of sensor bus s. However, this assumption may not always
hold in practice. This creates uncertainty when designing the
protection system. The key to tackle uncertainty is to design
the protection system in a way that it is robust to any scenario
for the location of the sensor bus. This can be done by solving
the following optimization problem which is an extension of
problem (19) across various sensor bus location scenarios:

minimize E PLP

veY

subject to 0 < pLr < PLV,
Xs =0, Vs €S, (23)
X, =XT VseS8,

Egs. (17) and (20), Yv €V, Vse S,

where the variables are PYY, K¢ and X, for any s € S.
Here, S C G denotes the set of all potential locations for the
sensor bus. Problem (23) can be solved similar to problem
(19) using the coordinated descent method, see Section V-B.

D. Case Studies

Again consider the power system in Section IV-B. We would
like to protect this system against closed-loop D-LAAs.

1) Known Sensor Bus Location: Suppose the sensor bus is
located at bus s = 33 and this is known to the grid operator.
The results for solving the protection system optimization
problem in (19) in this case are shown in Fig. 8. We can
see that as long as we fully protect the vulnerable load at bus

: : T
[ Total Vulnerable Load o
45| I Protected Vulnerable Load 0% |
4+ Total Protection: 18.4 % g
sy 30.4 % 1
3t 0 % B
e -
&
<z 25} E
g 0 %
) 2 L |
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15 q
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0.5 q
0
6 16 19 23 29
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Fig. 8. The optimal load protection scheme when the sensor location is
known.
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Fig. 9. The iterative approach to solve the optimization problem in (19).

19 and protect 30.4% of the vulnerable load at bus 16, then
no D-LAA with s = 33 can make the power system unstable.
Note that, the total optimal load protection in this case is only
18.4% of the total vulnerable load in the system.

The operation of our proposed iterative algorithm to solve
problem (19) is illustrated in Fig. 9. Recall from Section V-B
that the algorithm starts from full protection and iterates until
it reaches a stationary point at a much lower protection level.
We can see that, the algorithm has indeed converged to the
global optimal solution in this case after less than 45 iterations.
Here, the global optimal solution is verified by conducting an
exhaustive search based on an extensive root locus analysis.

2) Unknown Sensor Bus Location: Next, consider the more
practical scenario where the operator does not know where the
attack frequency sensor is located. Accordingly, it needs to
solve the extended optimization problem in (23). The results
are shown in Fig. 10. As expected, the amount of vulnerable
loads that need to be protected is higher in this case. However,
such amount is still not too high and only at 26.8% of the total
vulnerable load in the system. We can see that the uncertainty
about the attack sensor location can be tackled by slightly
adjusting the load protection plan, where we also protect
29.3% of the vulnerable load at bus 29. Interestingly, such
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Fig. 10. The optimal load protection scheme when the sensor location is
unknown.

protection allows some decrease, from 30.4% to 26.9%, in the
level of vulnerable load that must be protected at bus 16.

VI. CONCLUSIONS

Dynamic load altering attacks were introduced, character-
ized, and classified. Of particular interest was a closed-loop D-
LAA against power system stability with feedback from power
system frequency. Both single-point and coordinated multi-
point attacks were investigated. A protection scheme was de-
signed against closed-loop D-LAA attacks by formulating and
solving a non-convex pole placement optimization problem.
The non-convexity was tackled by using an iterative algorithm
which solves a sequence of semi-definite optimization and
convex feasibility optimization problems. Uncertainty with
respect to the attack sensor location was addressed. Various
case studies were presented to assess system vulnerabilities,
the impacts of single-point and multi-point attacks, and the
optimal load protection scheme in an IEEE 39 bus test system.

APPENDIX A
LINEAR QUADRATIC LYAPUNOV THEORY

Consider the linear time-invariant system & = Ax. Using
Lyapunov function V(z) = 27 Xx, one can show that:

1) The system is stable if there exists a real, symmetric, and
positive definite matrix X such that C = ATX + XA
and C is negative definite [51, Theorem 7.3]; and

2) The system is unstable if C = AT X + X A is negative
definite, and X is real, symmetric, and either negative
definite or indefinite [51, Theorem 7.3].
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