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Secure Navigation of Robots in
Adversarial Environments

Gianluca Bianchin , Yin-Chen Liu, and Fabio Pasqualetti

Abstract—We study the problem of navigating a robot
in an adversarial environment, where the objective is to
perform localization and trajectory planning despite the
malicious and unknown action of an attacker. We consider
robots with single integrator dynamics, equipped with a
Global Navigation Satellite System (GNSS) sensor and a
Radio Signal Strength Indicator (RSSI) sensor that provides
relative positioning information with respect to a group of
radio stations, each with limited communication range. The
attacker can simultaneously spoof the sensor readings and
send falsified control inputs to the robot, so as to deviate its
trajectory from the nominal path. We demonstrate the exis-
tence of attacks that escape detectability, and illustrate a
method for their systematic design. Conversely, we show
that appropriate control design and waypoints selection
allow the trajectory planner to ensure attack detectability
or secure navigation. More generally, our results show that
trajectory planning in nominal and adversarial settings are
substantially different, and that careful trajectory design is
required to ensure resilience to attacks.

Index Terms—Cyber-physical systems, autonomous
systems, fault detection, security, trajectory planning.

I. INTRODUCTION AND PROBLEM SETUP

MOBILE robots have been used in a broad range of civil-
ian and military operations thanks to their autonomous

capabilities, flexibility, and wide range of engineering appli-
cations. Autonomous robots rely on sensors to measure their
states and use this information to make decisions and to gen-
erate control commands to send to their actuators. Despite
the tremendous advances in the development of more reliable
sensing and communication devices, sensory data and com-
munication channels can be accidentally and maliciously com-
promised, thus undermining the effectiveness of autonomous
operations in critical and adversarial applications. To the best
of our knowledge, tools to study the effects of attacks on the
trajectories and to design controls that securely steer the robot
to a desired final configurations are still critically lacking.
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This letter focuses on robots with integrator dynamics,

ẋn = un, (1)

where xn : R≥0 → R
2 denotes the robot position in a two-

dimensional space, and un : R≥0 → R
2 denotes the nominal

control input that actuates the robot velocity. The input un
is a design parameter that is used to plan the robot trajectory
between two desired positions. We assume that un is piecewise
continuous and ‖un‖ ≤ umax at all times, with umax ∈ R>0.

We consider robots equipped with two noiseless sensors:
a GNSS receiver that provides an absolute measure of the
position, and a RSSI sensor that provides a measure of the
relative distance between the robot and nb radio stations. Let
bi ∈ R

2 and ri ∈ R>0 denote the position of the i-th station
with respect to an absolute reference frame and its coverage
range, respectively, with bi �= bj if i �= j. We assume that the
robot can measure its distance from the i-th station only when
its position is within the communication range defined by ri.
The sensor readings are

yGNSS
n = xn, and yRSSI

n,i = ‖xn − bi‖2, (2)

where i ∈ � and

�(xn) = {i : i ∈ {1, . . . , nb} and ‖xn − bi‖ ≤ ri}.
Although our results can be extended to include different
classes of sensors, we focus on GNSS and RSSI sensors
because they are available in many practical applications [1].

We assume that the robot operates in an adversarial environ-
ment, where adversaries can simultaneously spoof the GNSS
readings and override the nominal input un with a com-
promised attack input. To distinguish between the nominal
measurements and those obtained in the presence of attacks,
we denote the dynamics of the robot under attack as

ẋ = u, (3)

where x : R≥0 → R
2 represents the attacked robot position

and u : R≥0 → R
2 denotes the attacked control input, which

also obeys the bound on maximum velocity ‖u‖ ≤ umax. The
sensor readings in the presence of attacks are

yGNSS = x+ uGNSS, and yRSSI
i = ‖x− bi‖2, (4)

where uGNSS : R≥0 → R
2 denotes the GNSS spoofing signal,

and i ∈ �(x). We assume that the RSSI readings are not com-
promised by the attacker, and that the nominal and attacked
initial positions satisfy xn(0) = x(0).
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In this letter, we study the competing objectives of the
attacker and of the trajectory planner, summarized as follows:

(i) The attacker aims to design the attack inputs (u, uGNSS)

so that the deviation between the robot nominal trajec-
tory and the actual (attacked) trajectory is maximized,
while maintaining undetectability (as defined below).

(ii) The trajectory planner seeks for a nominal control input
un to guarantee that, in the absence of attacks, un allows
the robot to reach a desired final state, and, in the pres-
ence of attacks, the measurements yGNSS and yRSSI

i allow
the robot to detect the attack.

The actions of the attacker and of the trajectory planner can
be interpreted in terms of two sequential phases. In the first
phase, the trajectory planner designs the nominal control input
un and the control horizon T to satisfy objective (ii). In the
second phase, the attacker designs the attacks (u, uGNSS) given
the nominal input un and the nominal model (1)-(2) to satisfy
objective (i). We stress that in our settings the nominal control
input un is replaced with the input u by the attacker in the
second phase, and thus the choice of the trajectory planner is
irreversible and cannot be changed in the second phase.

Related Work: Despite their popularity, GNSS-based local-
ization techniques are subject to a number of well-known
vulnerabilities that are typically associated with the lack of
appropriate encryption [2]. Existing methods to detect and
identify GNSS spoofing attacks are based on filtering tech-
niques to reveal compromised streams of sensory data [3], [4].
Differently, in this letter we focus on characterizing the
detectability of attacks modifying both the measurements and
the inputs to the system, and on the problem of designing nom-
inal control inputs to restrict or prevent undetectable attacks
against this class of cyber-physical systems. Although the
security of cyber-physical systems is an extensively-studied
topic (see e.g., [5]), most of the available methods are applica-
ble to static systems or systems with linear dynamics [6], [7].
Few exceptions are [8]–[11], which are however restricted
to particular classes of nonlinear dynamics, and to attacks
modifying the system measurements only. A secure trajectory
planning problem has been studied also in our early work [12].
Differently from [12], in this letter we focus on single integra-
tor dynamics that allow us to derive more stringent conditions
and explicit controls, and on the possibility of having multiple
radio stations.

Paper Contribution: The contribution of this letter is three-
fold. First, we characterize the class of undetectable attacks
against robots with single integrator dynamics operating on
a plane. We show how to design undetectable attacks, and
demonstrate that attacks can exist only when the robot is
located in certain regions of the plane. Second, we formulate
and solve an optimization problem that captures the attacker’s
goal of maximally deviating the robot trajectory from the nom-
inal path. We characterize the form of optimal undetectable
attacks, we provide algorithms for their design, and we study
the set of positions that are reachable by the attacker. Third,
we formalize the trajectory planner’s goal of designing secure
control inputs, that is, inputs that allow the detection of any
attack action. We show that secure control inputs exist only
between certain subsets of states, and we illustrate through an

example how the trajectory planner can leverage the layout of
the radio stations to plan trajectories that are secure.

II. UNDETECTABLE ATTACKS

We start by formalizing the notion of undetectable attack.
Definition 1 (Undetectable Attack): The attack (u, uGNSS),

with u �= un, is undetectable if �(x) = �(xn) at all times and

yGNSS = yGNSS
n , and yRSSI

i = yRSSI
n,i ,

for all i ∈ �(xn). Otherwise, the attack is detectable.
Loosely speaking, an attack is undetectable if the measure-

ments generated by the attacked trajectory are compatible with
their nominal counterparts and with the nominal dynamics at
all times. On the other hand, when Definition 1 is not satisfied,
then the attack is readily detected by comparison between the
actual and nominal measurements. In particular, an attack is
detectable if the stations visited by the nominal and attacked
trajectories differ, that is, �(x(t)) �= �(xn(t)) for some t.

Remark 1 (Undetectability With GNSS Sensor Only): In
scenarios where GNSS is the only sensor for detection, an
adversary can deliberately alter the control input and remain
undetected (under the constraint �(x) = �(xn)). To see this,
we note that the effect of any attack u can be canceled from the
GNSS readings by selecting uGNSS = pn−p. Thus, secure tra-
jectories can exist only if the robot has redundant measurement
in addition to the GNSS readings.

A. Characterization of Undetectable Attacks

Let ρn,i = xn− bi and ρi = x− bi denote the robot nominal
and attacked positions relative to the i-th station, and

R(xn) =
[
ρn,i1 · · · ρn,is

]
,

where �(xn) = {i1, . . . , is}. Let Rank(M) denote the rank
of the matrix M. In the following result we characterize the
existence and general expression of undetectable attacks.

Theorem 1 (Undetectable Attacks): There exist unde-
tectable attacks (u, uGNSS) with u �= un only if

Rank(R(xn(t))) < 2, (5)

for some time t. Moreover, when Rank(R(xn(t))) �= 0 at all
times, every undetectable attack satisfies

uGNSS = xn − x, and u = vr,iρi + w, (6)

for all i ∈ �(xn(t)), where vr,i = uT
n ρn,i/‖ρi‖2, wTρi = 0.

Proof: We prove (5) by contrapositive, that is, we show
that if Rank(R(xn(t))) ≥ 2 for all t then every undetectable
attack satisfies u = un at all times. Let u denote an unde-
tectable attack, and consider the time instant τ = 0. From
the assumption xn(0) = x(0) we obtain ρi(0) = ρn,i(0)

and ρj(0) = ρn,j(0) for all i, j ∈ �(xn(τ )). Moreover, from
undetectability of u, we have yRSSI

i − yRSSI
n,i = 0 and therefore

ẏRSSI
i − ẏRSSI

n,i = uTρi − uT
n ρn,i = 0,

for all i ∈ �(xn) or, equivalently,

(u(τ )− un(τ ))T[
ρi(τ ) ρj(τ )

] = 0,
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Since Rank(R(xn(τ ))) ≥ 2, ρi(τ ) and ρj(τ ) are linearly inde-
pendent, and thus u(τ ) = un(τ ) and x(τ+) = xn(τ

+). To
conclude, we iterate the above reasoning for all τ ≥ 0, which
yields u = un, and shows the implication.

(Expression of Undetectable Attacks): By substituting (2)
and (4) into Definition 1 we obtain x+uGNSS = xn, from which
uGNSS = xn − x follows. Next, we take the time derivative of
yRSSI

i − yRSSI
n,i = 0 and substitute (1) and (3) to obtain

ẏRSSI
i − ẏRSSI

n,i = uTρi − uT
n ρn,i = 0, (7)

which implies that u can be decomposed as u = vr,iρi+w, with
wTρi = 0 and vr,i = uT

n ρn,i/‖ρi‖2, which shows the claimed
result and concludes the proof.

Theorem 1 suggests that the existence of undetectable
attacks depends on �(xn), and thus on the set of radio stations
visited by the nominal trajectory. In particular, the theorem
implies that undetectable attacks can exist only under three
circumstances. First, |�(xn(t))| = 0 for some t ∈ R≥0 (in this
case, any attack is undetectable as also discussed in Remark 1).
Second, |�(xn(t))| = 1 for some t ∈ R≥0 (i.e., there exists a
time t such that the nominal trajectory visits a single radio
station). Third, |�(xn(t)| > 1 and the robot position xn(t) is
collinear with the coordinates of all available radio stations
for some t ∈ R≥0 (i.e., there exists a time t such that xn(t)
and bi for all i ∈ �(xn(t)) are collinear). Further, the theorem
provides a systematic way to design undetectable attacks when
the attacker knows the nominal input. In particular, the signal
w in equation (6) can be arbitrarily selected by an attacker and
it does not affect detectability. Finally, we emphasize that the
theorem characterizes the existence of undetectable attacks in
relation to the nominal path followed by the robot. As we will
later demonstrate in this letter (see Section III), the existence
of undetectable attacks can be further refined by appropri-
ately designing the nominal control inputs. Fig. 1 illustrates
the regions of the plane where undetectable attacks can exist.

Remark 2 (Condition Rank(R(xn(t))) = 0): In the partic-
ular situation where Rank(R(xn(t))) = 0 for some t, we
necessarily have |�(xn(t))| = 1 and xn(t) = bi, that is, the
nominal position of the robot overlaps with the position of the
(unique) radio station. In fact, these circumstances and under
the assumption of non-overlapping radio stations (bi �= bj, if
i �= j) we either have ρn,i(t) = 0 or ρn,j(t) = 0. In this case,
undetectability imposes no constraints on the attack input. In
fact, whenever xn(t) − bi = 0, any bounded u(t) satisfies the
notion of undetectability in Definition 1.

B. Design of Optimal Undetectable Attacks

We now illustrate how an attacker can design optimal unde-
tectable attacks, that is, attacks that maximize the deviation
between the nominal and attacked trajectories while maintain-
ing undetectability. We focus on the case |�(xn)| = 1, and
formalize the problem as follows:

δ∗ = max
w
‖x(T)− xn(T)‖,

subject to ẋ = u, (8a)

u = vr ρ + w, (8b)

‖u‖ ≤ umax, (8c)

Fig. 1. Areas shaded in blue denote the regions where
Rank (R(xn)) < 2, that is, the regions where undetectable attacks can
exist.

where T ∈ R≥0 denotes the control horizon of un, con-
straint (8b) ensures undetectability of the attack, and the
expression for vr and w are listed1 in Theorem 1. Let ei denote
the i-th canonical vector of appropriate dimension. The fol-
lowing result characterizes the general expression of optimal
attacks.

Theorem 2 (Optimal Undetectable Attacks): Let w∗ be an
optimal solution to the maximization problem (8). Then,

w∗ = γ

√
u2

max − v2
r ‖ρ‖2

w̃

‖w̃‖ , (9)

where γ : [0, T]→ {−1, 0, 1}, and w̃ is any vector that satis-
fies w̃Tρ = 0. Moreover, let the nominal input be decomposed
as un = αρn + z, with ρT

n z = 0 and α ∈ R. Then, the optimal
deviation δ∗ satisfies

δ∗ = 2‖xn(T)‖ sin(θT/2),

where

θT =
∫ T

0

‖w∗‖ − ‖z‖
‖r‖ dt.

Proof: To show (9), we use the Pontryagin’s Maximum
Principle [13] to derive optimality conditions for the
optimization problem (8). In particular, we rewrite w = σ w̃

‖w̃‖ ,
where σ ∈ R and w̃Tρ = 0, and consider the Hamiltonian

H(t, x, w, λ) = λT(vr ρ + σ
w̃

‖w̃‖ ),

where λ : [0, T]→ R
2, with the additional constraint ‖u‖2 ≤

u2
max or, equivalently, v2

r ‖ρ‖2 + σ 2 ≤ u2
max. Notice that the

Hamiltonian is a function of time because of the dependence
on vr. By application of the Maximum Principle [14], the
optimal control input at all times minimizes the Hamiltonian
over the set of bounded attack inputs U(t) = {σ : v2

r ‖ρ‖2 +
σ 2 ≤ u2

max}, that is, the optimal σ ∗ satisfies

σ ∗ = arg min
σ∈U(t)

H(t, x, w, λ) = arg min
σ∈U(t)

(
σ

‖w̃‖λ
Tw̃

)

= −
√

u2
max − v2

r ‖ρ‖2 sign(λTw̃),

where sign denotes the sign function, which proves (9).
To show the given expression for δ∗, we observe that the

ratio ‖w‖/|ρ‖ is the tangential velocity of the attacked tra-
jectory; similarly, ‖z‖/‖r‖ is the tangential velocity in the
nominal trajectory. Thus, the angle between the vectors xn(T)

1In the remainder, we omit the subscript i when |�(xn)| = 1.
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and x(T) can be obtained by integrating the instantaneous
difference between the two tangential velocities as

θT =
∫ T

0

‖w∗‖
‖ρ‖ −

‖z‖
‖r‖dt =

∫ T

0

‖w∗‖ − ‖z‖
‖r‖ dt, (10)

where we used ‖r‖ = ‖ρ‖ since the attack is undetectable. To
conclude, we note that when ‖xn(T)‖ = ‖x(T)‖ the deviation
in trajectory can be related to the angular deviation by means
of the following geometric relationship

‖xn(T)− x(T)‖ = 2‖xn(T)‖ sin(θT/2),

which shows the given expression for δ∗ and concludes the
proof.

From Theorem 2, optimal attacks are of the form of a feed-
back controller (that depends on the instantaneous values of
un, xn, and x through w̃), which switches abruptly between two
(time-varying) expressions, and where the switching instants
are determined by the function γ . Next, we propose an algo-
rithm to determine the optimal switching times of the function
γ . To this aim, we choose by convention the vector w̃ that
minimizes the counterclockwise angle between ρ and w̃. Our
method is illustrated in Algorithm 1 and relies on the follow-
ing rationale to identify the control input that leads to optimal
deviations: if the counterclockwise angle between ρ(t) and
−ρn(T) is smaller than π , then γ (t) = 1; if such angle is larger
than π , then γ (t) = −1; if such angle equals to zero, then
γ (t) = 0. Finally, we observe that when the angle between the
vectors ρ(t) and −ρn(T) equals to π , either choice γ (t) = 1
or γ (t) = −1 will result in an optimal solution of (8). In
Algorithm 1, we let γ (t) = 1 in this situation. We formalize
the optimality of Algorithm 1 in the following theorem.

Theorem 3 (Optimality of Algorithm 1): Let w be the output
of Algorithm 1. Then, w is a solution to (8).

Proof: Let w be the output of Algorithm 1, let γ denote the
corresponding switching function, and let un be decomposed
as in Theorem 2. Let

ϕT :=
∫ T

0

‖w‖ − ‖z‖
‖r‖ dt,

denote the angular deviation between nominal and attacked
trajectories, obtained by integrating the difference between
the tangential velocities, and recall that every optimal
attack satisfies w∗ = γ

√
u2

max − v2
r ‖ρ‖2 w̃

‖w̃‖ , and δ∗ =
2‖xn(T)‖ sin(θT/2), where θT is defined in (10). To show that
w is a minimizer of (8), we equivalently show that ϕT = θT .
We prove this statement by contradiction, and distinguish
among two cases.

(Case 1): |θT | > |ϕT |. By replacing the integral expressions,
we obtain∣∣∣

∣

∫ T

0

‖w∗‖ − ‖z‖
‖r‖ dt

∣∣∣
∣ >

∣∣∣
∣

∫ T

0

‖w‖ − ‖z‖
‖r‖ dt

∣∣∣
∣,

which implies that there must exist t such that ‖w∗(t)‖ >

‖w(t)‖. Since both w and w∗ satisfy (9) and |γ | = 1 at all
times, the above relationship results in a contradiction.

(Case 2): |θT | < |ϕT |. We first observe that the scenario
|θT | < |ϕT | < π immediately results in a contradiction, since
w∗ is, by assumption, an optimal solution to (8) and thus a
minimizer of |θT − π |. On the other hand, |ϕT | > π is also a

Algorithm 1: Optimal Solutions to (8)
Input: xn(T), umax
Output: w solution to (8)
repeat

Measure instantaneous values of x, xn, un;
φ← Angle between x(t) and −xn(T);
if φ = 0 then

γ ← 0;
else if 0 < φ ≤ π then

γ ← 1;
else

γ ← −1;
vr ← uT

n ρn/‖ρ‖2;
w← γ

√
u2

max − v2
r ‖ρ‖2 w̃

‖w̃‖ ;
until xn = xn(T);
return w

Fig. 2. (a) Suboptimal and optimal switching functions, and (b) cor-
responding trajectories. The circle shows that ‖ρn(T )‖ = ‖ρA(T )‖ =
‖ρB(T )‖.

contradiction since in the algorithm w(t) = 0 whenever ϕt =
π , which shows the result and concludes the proof.

Fig. 2 illustrates optimal trajectories resulting from
Algorithm 1, and shows a comparison between optimal attack
trajectories and suboptimal attacks obtained when γ = 1 at
all times. It is worth noting that the control law described
in Algorithm 1 is of feedback type, that is, the instantaneous
value of the control inputs vr, w, and u are computed by using
the current (measured) values of x, xn, and un. Thus, differ-
ently from [12], optimal undetectable attacks can be cast by
using instantaneous measurements of un and xn, and without
the full knowledge of the nominal open loop signals.

In the following remark, we discuss the set of positions that
can be reached by a robot under attack.

Remark 3 (Reachable Positions Under Attacks): The set of
positions that can be reached by an (undetectable) attacker
depend only on the choice of un performed by the trajec-
tory planner, and can be computed as follows. Let x1 and x−1
denote the trajectories resulting from (3) with an undetectable
attack input of the form (9) with γ = 1 and γ = −1 at all
times, respectively. Moreover, let arc(x1(T), x−1(T)) be the arc
of a circle that is centered at the station position b with radius
‖ρn(T)‖, and containing xn(T) (see Fig. 3 for an illustration).
For every x̄ ∈ arc(x1(T), x−1(T)), there exists a control input
that steers the robot from x(0) to x(T) = x̄. In fact, it can
be shown that the output of Algorithm 1 with xn(T) = −x̄
reaches the desired final state x̄ (see Fig. 3).
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Fig. 3. Positions reachable by attackers (left) and example of attack
trajectory obtained from Algorithm 1 (right).

III. SECURE NAVIGATION

This section is devoted to the characterization and design of
secure trajectories. We consider scenarios where undetectable
attacks can exist (see Theorem 1) and focus on the problem of
designing nominal control inputs that ensure that every attack
is detected. We say that a trajectory xn is secure if, for all
attacks u, one of the following mutually exclusive conditions
is satisfied:

(C1) x = xn at all times; or
(C2) if x �= xn at some time, then the attack is detectable.

A control input is secure if the resulting trajectory is secure.
Theorem 4 (Secure Control Inputs): Let |�(xn)| = 1 at

all times. The control input un is secure if and only if the
following conditions hold simultaneously:

(1) there exists a function κ : R≥0 → {−1, 1} satisfying

un = κ
ρn

‖ρn‖umax, (11)

(2) the trajectory ρn satisfies ρn �= 0 at all times.
Proof (Only if): To prove that (C1)-(C2) imply (1)-(2), we

equivalently show that if (1)-(2) do not simultaneously hold,
then there exists an undetectable attack that violates (C1)-(C2).
We distinguish among two cases.

(Case 1): There exists a time instant τ such that (11) does
not hold, that is, uT

n (τ )ρn(τ ) < umax. Consider the attack input
u satisfying uTρ = uT

n ρn at all times, and ‖u(τ )‖ = umax. By
construction, u is undetectable (see Theorem 1) and satisfies
u �= un, which violates (C1) and (C2).

(Case 2): There exists τ such that ρn(τ ) = 0. Under this
assumption, every u satisfying uTρ = uT

n ρn at all times and
u(τ ) �= un(τ ) is undetectable. In fact, whenever ρn = 0 unde-
tectability imposes no constraints on the attack input, and
concludes the proof of the implication.

(If): Assume the two conditions (1)-(2) hold. If the attack
input does not satisfy uTρ = uT

n ρn, then the attack is detectable
and (C2) is verified. On the other hand, assume u is unde-
tectable, that is, uTρ = uT

n ρn (and thus ‖ρ‖ = ‖ρn‖) at all
times. Then,

umax‖ρn‖ = |uT
n ρn| = |uTρ| ≤ umax‖ρ‖,

where we substituted (11) and used the triangle inequality.
Since ‖ρ‖ = ‖ρn‖, exact equality must hold and the vectors
u and ρ are linearly dependent with ‖u‖ = umax at all times.
To conclude, we note that u = −un results in a violation of
the undetectability assumption uTρ = uT

n ρn, therefore u = un
at all times, which shows (C1) and concludes the proof.

Theorem 4 provides an explicit characterization of secure
control inputs: it shows that every secure input has maximum
magnitude at all times, and its direction is parallel to vector
ρn. Two significant implications follow from Theorem 4. First,
the result shows that appropriate control design prevents the
existence of undetectable attacks. Second, it shows that when-
ever the nominal quantities do not satisfy conditions (1)-(2),
then undetectable attacks always exist. Further, we note that
this result extends the conclusions of Theorem 1 by show-
ing that condition (5) is also sufficient for the existence of
undetectable attacks for general choices of un.

Remark 4 (Game-Theoretic Interpretation of the Results):
The security problem considered in this letter can equivalently
be studied in a game-theoretic framework, and, specifically,
as a Stackelberg game [15]. In fact, the secure trajectories in
Theorem 4 can be viewed as the strategies that maximize the
payoff of the trajectory planner, which anticipates the fact that
the attacker will adopt its best response. This strategy is open-
loop and independent of the attacker’s action, which takes
place subsequently. The undetectable attacks in Theorem 2,
instead, can be viewed as the best response of the attacker
given the strategy of the trajectory planner and the attacker’s
objectives. The attacker’s strategy is of feedback form, because
the best response of the attacker depends on the strategy of the
trajectory planner to maintain undetectability and maximize
the payoff. We remark that alternative formulations of the
problem are also possible, where, for instance, the actions of
the trajectory planner and the attacker occur concurrently.

Next, we focus on characterizing the set of initial and final
positions that can be reached via secure trajectories. To this
aim, we chose the coordinate system so that b = 0 and xn =
ρn, and let sign() be the sign function, with sign(0) = 0.

Theorem 5 (Reachable Positions via Secure Control
Inputs): Let |�(xn)| = 1 and un be a secure control input.
Then, for all T ∈ R≥0,

xn(T) ∈ S(xn(0)),

where S(xn(0)) = {x : x = αxn(0), α ∈ R>0}. Moreover, for
any x̄n ∈ S(xn(0)) the secure control input (11) with

κ = sign(‖x̄n‖ − ‖xn(0)‖), (12)

steers the robot from xn(0) to xn(T) = x̄n, with T = ‖x̄n‖2
4umax

.
Proof (Reachable Set): We first show that for every secure

control input the quantity x1/x2 is time-invariant, that is,
d
dt

x1
x2
= 0. By expanding the time derivative we obtain

ẋ1x−1
2 − x1x−2

2 ẋ2 = 0,

where we substituted (1) and (11). Next, we prove that α > 0.
Assume, by contradiction, that x(T) = αTxn(0), and αT < 0.
By continuity of xn, there exists τ ∈ [0, T) such that x(τ ) =
ατ xn(0), with ατ = 0. But this violates the assumption that u
is secure (condition (2) in Theorem 4), which contradicts the
assumption and proves the claim.

(Expression for Secure Control Input): Let un be as in (11)
and let n := ‖xn‖2. Then, by substituting (11), we obtain

ṅ = d

dt
xT

n xn = 4ẋnxn = 4κumax,
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Fig. 4. (Left) Notation used in Example 1. (Right) Intermediate
waypoints.

Moreover,

n(T) = ‖xn(T)‖2 =
∫ T

0
4κumaxdt

= sign(‖x̄n‖ − ‖x0
n‖)umaxT = ‖x̄n‖2,

where we have substituted the expression for κ and T . To con-
clude, we note that since xn(T) ∈ S(xn(0)) and x̄n ∈ S(xn(0)),
we necessarily have xn(T) = x̄n, which shows the claimed
result and concludes the proof.

Theorem 5 shows that the set of configurations that are
reachable via secure trajectories from x0 are described by the
line passing through the points x0 and the origin of the refer-
ence frame. We conclude this section by illustrating how the
above results can be combined when |�(xn)| ≥ 2.

Example 1 (Secure Navigation): Consider the scenario
illustrated in Fig. 4, consisting of nb = 3 radio stations. For all
i, j ∈ {1, 2, 3}, we let Iij = {x : ‖x−bi‖ = ri and ‖x−bj‖ = rj}
denote the intersection points between the circles that identify
the communication ranges of the radio stations. Further, let

P1 = {b1, I12, b2}, P2 = {b1, b2, b3},
P3 = {b2, I23, b3}, P4 = {b1, b3, I13},

denote the polygons that originate from the locations of the
RSSI stations (i.e., bi) and the intersection points (i.e., Iij), see
Fig. 4(a) for an illustration. As an illustrative example, con-
sider any initial position xn(0) ∈ {x : x ∈ P3 and �(x) = {3}},
that is, any initial position that is located in the polygon P3
and within the communication range of station 3. Moreover,
consider any final position x̄n ∈ {x : x ∈ P3 and �(x) = {2}},
that is, any final position that is located in the polygon P3 and
within the communication range of station 2 (see Fig. 4(b)).
Moreover, define the sets

χA
n := {x : x = αxn(0), α ∈ R>0, and �(x) = {2, 3}},

χB
n := {x : x = αx̄n, α ∈ R>0, and �(x) = {2, 3}},

which describe the positions that are reachable from xn(0) and
x̄n, respectively, and that belong to the intersection between
the communication ranges of stations 2 and 3. Notice that
these sets are nonempty since the intersection between the
communication ranges of stations 2 and 3 is non-empty. Now,
let xa

n ∈ χA
n and xb

n ∈ χB
n . Then, a secure control input from

x(0) to x̄ is as follows:
(i) Apply the secure control input given by (11) with κ =

sign(‖xa
n‖ − ‖xn(0)‖) until xn = xa

n;
(ii) Apply any control input un that satisfies �(xn) = {2, 3}

until xn = xb
n;

(iii) Apply the secure control input given by (11) with κ =
sign(‖x̄n‖ − ‖xb

n‖) until xn = x̄n;
We note that the geometry of the problem and Theorem 5
guarantee the existence of the secure control input defined in
steps (i)-(iii). An illustration of the trajectory resulting from
the above algorithm is presented in Fig. 4.

IV. CONCLUSION

In this letter we consider the problem of designing the tra-
jectories of a robot when its measurements are maliciously
compromised by an attacker. We demonstrate the existence
of undetectable attacks in relation to the region of the plane
where the robot is located, and present an efficient algorithm to
cast optimal undetectable attacks. Conversely, we show how a
trajectory planner can leverage the layout of the radio stations
to design control inputs that allow the detection of any attack.
Our results demonstrate that appropriate control design can
enhance the security of robots operating in adversarial envi-
ronments. Interesting aspects that require further investigation
include the design of optimal attacks with multiple radio sta-
tions, the study of the effects of noise, and the assessment of
the performance of the method in an experimental setup.
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